STAT151A Quiz 4 (Mar 12th)

Please write your full name and email address:

This question will take the residuals of the training data to be random, and will consider
variablity under sampling of the training data. The regressors for both the training data and
test data will be taken as fixed.

The inverse of a 2x2 matrix is given by

a BN 1 (d —b
c d Cad—be\—c a )’

The OLS estimator is given by 3 = (XTX)"'1XTY.

You have 20 minutes for this quiz.

There are three parts, (a), (b), and (c), each weighted equally..



(a)
For this quiz, we will assume that y, = 8Tx, + &, for some £, and that the residuals ¢,, are
IID with E[e,] = 0 and E [¢2] = 1, but not necessarily normal.

Let , = (1,2,)7, where %Zfl\f:l zn = 0 and + N 22 =3 > 0. That is, assume we are
regressing on a constant and a single mean-zero regressor. For this question, take the
regressors to be fixed (not random).

Find the limiting distribution of VN (3 — ) as N — co.



(b)
Define the expected prediction error

Ynew ‘= ﬁTa:neW + Enew and Ynew ‘= BT:Bnew-

Under the conditions given in part (a), find the limiting distribution of

\/ﬁ@new — E [ynew])

as N — o0, as a function of @,ey. That is, the limiting distribution will depend on ®yew, SO
please make the dependence explicit.

You may use your answer from part (a).



(c)
Assume the conditions and definitions given in (a) and (b). Assume that 6 < 1 (that is, J is
much smaller than 1.)
Find the limiting distribution of VN (fnew — E [Ynew]) when
o Tpew = (1,0) and
o Tpew = (1,1).
Which of the two is larger?

You may use your answer from parts (a) and (b).
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